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FEATURES:

M Highly integrated single-chip RISC processor
that contains the foilowing:
~ CPU (PR3000A based)
FPA (PR3010A based) h
Write/Read Buffer
Instruction and Data Caches
32-bit Counters/Timers

B Instruction set compatible with the PR3000A
RISC CPU and PR3010A FPA (MIPS-1 ISA)

M 32-bit RISC Processor
— Thirty-two general 32-bit registers
- Memory Management Unit (MMU) with 64-
entry TLB

B Floating Point Accelerator
-~ Sixteen 64-bit Floating Point Registers
— Fully conforms to ANSI/IEEE Std. 754-1985

R Write/ReadBuffer
- 4-word deep write buffer with read priority
- 4-word read buffer to support biock refill
— Static column/ page-mode DRAM support

B Available in a 160-pin Metal Quad Flat Pack,
at 35, 40, & 45 MHz

A
v

H Flexible size instruction and data caches:—-
Cache sizes can be configured to suit
applications needs:

- 8 Kbytes Instruction cache and 2 Kbytes
data cache, or

— 4 Kbytes instruction cache and 4 Kbytes
data cache

B Fiexible, asynchronous system Interface allows
simple, low-cost designs

B Intelligent read buffer controller minimizes
cache miss penalty for block refills from simple
non-interleaved memory systems
— Dynamic bus sizing feature allows direct

interface to 8-bit memories/devices

M All critical high frequency signals isolated in
package
— single input clock (1x clock)
- two output system clocks

B Two independent 32-bit counters/timers
— Can be used as watchdog timers, profiling/
scheduling clocks or an event counter.

1.0 DESCRIPTION

The PIPER (Properly integrated Performance Easy Rider)
is a highly integrated single-chip RISC processor. The
PIPER includes a 32-bit RISC CPU, ANSVIEEE 754-1985
compliant floating point accelerator (FPA), 8Kbytes of
instruction cache and 2 Kbytes of data cache (configurable
aiso as 4Kbytes each of instruction and data cache), 4-
deep write buffer, 4-deep read buffer and two 32-bit
countersftimers. It provides a flexible, asynchronous
system interface that allows simple, low-cost designs.

LOGIC DIAGRAM

The PIPER’s high-integration, high-performance and small
footprint makes it ideal for applications such as cost-
sensitive laser printer controilers, X-terminal servers and
high-performance desk-top workstations.

The “Easy Rider” design isolates the high-speed/ffrequency
critical paths on chip, making system design flexible and
simple.
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The PIPER uses an external multiplexed Address/Data
bus to minimize pin count and package size. The PIPER’s
on-chip clock generation unit and simple initialization
modes makes system design simpie by eliminating the
need for an external delay line and configuration logic.
The PIPER aiso provides external access to internal
cache interface signhals to assist in system debugging.

The PIPER is manufactured using PACE il (Performance
Advanced CMOS Engineered) Technology. PACE Il
uses 0.6 micron effective channel lengths with two-level
metal and epitaxial substrates. In addition to high
performance and density, the technology features latch-
up protection and single-event-upset protection.

2.0 PIPER OPERATION

The execution engine of the PIPER is based on the
PR3000A CPU and PR3010A FPA. The PIPER can be
viewed as a single-chip implementation of an PR3000A/
PR3010A sub-system that inciludes a CPU/FPA core, 8/4
Kbytes of instruction cache, 2/4 Kbytes of data cache, 4-
deep write buffer, 4-deep read buffer, clock generation
unit and two 32-bit timers/counters. This high level of
integration dramatically reduces power and board space
requirements and reduces total systemcost. The operation
of the individual functional units that comprise the PIPER
are described below.

2.1 CPU/FPA Core

The CPU/FPA core is based on the PR3000A/PR3010A
and supports the MIPS-11SA (instruction set architecture).
Software based on the P!PER instruction set is therefore
binary-compatible with the MIPS-1 ISA. The architecture
of the CPU is identical to the PR3000A. The 32-bit RISC
CPU has a five-stage instruction pipeline, 32 general-
purpose registers, an MMU (memory-management unit)
consisting of a 64-entry TLB and an autonomous integer
multiply/divide unit. The CPU has a4 Gbyte virtual address
space and the addressing modes are identical to those
supported by the PR3000A.

The architecture of the FPA is identical to the PR3010A.
The FPA operates as a co-processor (CP1) to the CPU
andwith associated system software, fully conformstothe
requirements of the ANSI/IEEE Standard 754-1985. The
FPA supports both single and doubie precision, binary
floating-point arithmetic. The FPA has sixteen 64-bit
registers and a 32-bit control/status register that provides
access to all the |IEEE-Standard exception handling
capabilities.

Forthe programmer's model of the CPU/FPA register set,
MIPS-1 instruction set description, exception processing
and the memory management system see Reference [1].
The processor instruction pipeline is described in
Reference [2].
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2.2 Instruction/Data Caches

The PIPER has integrated, direct-mapped and physically-
tagged instruction and data caches. The on-chip caches
can be configured to suit application requirements via a
mode signal. Two types of cache configurations are
supported: 8 Kbyte l-cache and 2 Kbyte D-cache
(asymmetrical caches), and 4 Kbyte l-cache and 4 Kbyte
D-cache (symmetrical caches). The performance
difference between the symmetrical and asymmetrical
caches is application-dependent. In general, the
asymmetrical configuration is more suited to embedded
controller-type applications (laser printer and X-terminai
controllers), while the symmetrical configuration is better
suited to workstations and scientific applications.

The instruction cache line (number of words with a unique
tag) is 4 words (16 bytes) so block refill size is fixed at 4
words. The CPU supports concurrent refill and execution
of instructions known as instruction streaming. instruction
streaming often permits instruction cache refill to occur
transparently.

The data cache uses a write-through cache update policy
and has a one word (4 bytes) line. The data block refill size
can either be 4 words or one word. See Section 4.0
Initialization, for details on cache configuration.

Tofacilitate cache flushing and diagnostics, the instruction
and data caches can be swapped. For cache swapping
operation see Section 7.1.

2.3 Write/Read Buffer

Because the CPU uses a write-through data cache update
policy, PIPER includes a 4-deep write buffer that allows
the CPU to operate at full speed without stalling during
writes. For each CPU write, the write buffer captures the
data word and the address including the access type bits
and hoids them until they can be written out to the main
memory. When a write fills the 4-word FIFO, the CPU
stalls on the next write attempt until an empty location
becomes available in the buffer.

The PIPER uses a read priority arbitration scheme for
external bus requests. If there are pending writes in the
buffer, andthere is a cache miss, the PIPER will complete
the current write operation and proceed with the cache
read before attempting to retire any pending memory writes
(provided there are no read conflicts). The read priority
scheme has aperformance advantage over a write priority
scheme where the write bufferis always flushed or emptied
before a cache read operation begins. In a read priority
scheme like the one used by PIPER, the write buffer is
flushed only if there is a read conflict. A read contlict
occurswhenthe read address matches one of the pending
write addresses in the buffer. If a read conflict occurs, the
write buffer is flushed before the read is performed. For
PIPER operation during conflicts, see Section 3.6.
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The read buffer is a 4-deep FIFO designed to efficiently
support the block refill and streaming modes of the CPU.
The buffer helps to match the bandwidth of the external
memory systemto the bandwidth of the high-speedinternal
cache bus. Words can be queued up inthe read buffer and
then released to the CPU to be written into the caches in
a burst fashion. This permits the PIPER to operate with
maximum efficiency with any type of memory ranging
from interleaved page or nibble-mode DRAM system to
simple, slower, low-cost memory systems.

Because the cache line is 4 words, instruction cache
misses always require a 4-word block refill. During data
cache misses, the Dblk input signal determines whether
a 4-word biock read or a single-word read is performed.
The Dbik input is ignored during instruction cache misses.

The PIPER has two operating modes for processing
cache block refills: simple block read (Block mode) and
burst biock read (Burst mode). In Block mode, the PIPER
generates the address of every word of a block during
block refill transfers. In Burst mode, the PIPER generates
only the first address of the block to the memory and then
all of the data words in the block are read sequentially.
Section 3.2 explains the bus operation during Burst and
Block modes. See Section 4.0 for details on enabling
Burst or Block mode.

A single-word read is always performed for uncached
accesses. During uncached accesses the read buffer
functions as a single-word register.

2.4 Clock Generation Unit

The on-chip clock generation unit accepts an extemal 1x
master clock and generates four internal 2x clocks,
Clk 2xSys, Clk2xSmp, Clk2xRd and Clk2xPhi required by
the CPU.

The clock generation unit includes a PLL (phase-locked
loop) mechanism that synchronizes the external clock with
an internal master clock. For PLL initialization details, see
Section 4.0. The PIPER generates two outputs, SysOut
and SysOut, to be used as clocks for external logic. All
interface timings are specified with respect to SysOut.

2.5 Timer Operation

The PIPER includes two independent 32-bittimers TIMER
A and TIMER B that can be used as profiling/scheduling
clocks, watchdog timers or an event counter. The block
diagramofthe timerunitis shownin Figure 2.1. Eachtimer
operates with SysOut and has two registers, the DATA
register and CONTROL register. The CONTROL and
DATA registers are memory-mapped and physical
addresses Ox1FF20000 through 0x1FF2000C are
reserved for these registers as shown in Figure 2.2. The
mapping can be optionally disabled via an external signal
described below. The CONTROL and DATA register
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formats are shown in Figure 2.3. The DATA register is
loaded with initial count value. The CONTROL register
bits are also shown in Figure 2.3.

External signals/pins Timerint, TimerDisable and
CountBEnable are associatedwith the timers. The Timerint
output signal is asserted when either one of the timers/
counters count value reaches 0. Timerint must be extemnally
connected to one of the PIPER's Int (5:0) inputs for an
interrupt to be recognized by the CPU. If the TimerDisable
input is asserted then physical addresses 0x1FF20000
through 0x1FF2000C are no longer reserved for the timer
DATA and CONTROL registers, effectively disabling the
timers. This feature is useful if the physical addresses
0x1FF20000 through 0x1FF2000C are required for other
functions. CountBEnable is used for event counting. If the
C (Count enabile) bit is set in the CONTROL register, then
the count value decrements only when CountBEnable is
asserted. The O (Other timer done) bit is useful for
checking the status of both timers with a single read
operation. See Section 3.10 Timer/Counter timing, for
further details.

All accesses (reads/writes) to the timer registers shouid
be 32-bit words (access type is ignored) via uncached
address space (KSEG1), otherwise the result of the
operation is undefined.

SysQut Data
Read - ———y
CONTROL j—t-s0- Thmerint
CountBEnable L— TimerDieable
PIPER 2.1

Figure 2.1 Timer Block Diagram

Physical Address Register

Ox 1FF2 0000 TIMER A DATA

Ox 1FF2 0004 TIMER A CONTROL
Ox 1FF2 0008 TIMER B DATA

Ox 1FF2 000C TIMER B CONTROL

Figure 2.2 Counter/Timer Address Map
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31 0 31 0
[ | TIMER A DATA [ | TIMER B DATA
31 5 4 3 2 10 31 § 4 3 2 10
ES [O]X|D|R|E|TIMERA CONTROL | X [o] c]p[R]E] TMER B CONTROL

Bit Description

E Enabie timer. When HIGH, timer is enabled and decrements the value loaded in the DATA
register at a rate equal to the SysOut clock frequency. When LOW disables timer from
counting down. Set LOW during reset.

R Reload timer. When HIGH, DATA register is reloaded with initial value when the count
reaches zero. When LOW, stops counting when the count reaches zero and clears the E
(enable) bit.

D Timer done. When HIGH,count has reached zero. Will be automatically cleared whenever
the timer's CONTROL register is read, written or when the other timer's control register is
read.

Cc Count enable. Only applies to TIMER B. When HIGH, the external CountBEnable signal
is used to decrement the timer, instead of SysOut. When LOW, external count mode is
disabled and TIMER B decrements every cycle. This mode can be used for event counting.

o Other timer done. Reflects the other timer's D (Timer done) bit.

Don't care. Returns zero when read

Figure 2.3 Counter/Timer Register Bit Description

3.0 MEMORY INTERFACE OPERATION
~ The PIPER features a multiplexed address and data bus
with a simple control protocol for ease of design. The bus
is designed to interface directly to a system memory
controller with a simple handshake. The PIPER protocol
for various bus cycles is described below. In each cycle,
the address phase (or assertion of LE) indicates the start
of a new bus cycle. Alltiming operations are specified with
respect to the PIPER output clock SysOut. The term clock
and SysOutare interchangeable in the timing descriptions
that follow.

A cycle is the basic instruction processing unit of the
PIPER. Cycles in which forward progress is made, that is,
aninstructionis retired, are called runcycles. Aninstruction
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is retired either by its completion, or in the presence of
exceptions, its abortion. Cycles inwhich no further progress
is made are called stall cycles. Stall cycles are used to
resolve conditions like on-chip cache misses, write buffer
overflows, FPA interlocks, multiply/divide interlocks etc.
All cycles can be classified as either run cycles or stall
cycles. Fixup stall cycles occur during the final cycle of a
stall, that is, the one which occurs prior to re-entering run.
The fixup stall cycle is used to re-start the CPU and FPA
pipeiines and in general to fixup conditions that caused
the stall.

All inputs to the PIPER are sampled on the falling edge of
SysOut except Dbik, SCpCond (3:2) and ByteAssembie
which are sampled on the rising edge of SysOut.
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3.1 Single-Word Read Cycle

Because of an internal cache miss or an uncached read
operation, the PIPER performs a read from extemal
memory, asserts Request to obtain control of the extemal
bus and remains in this state until the bus is granted (for
details on bus arbitration, see Section 3.5). When the bus
is granted, the PIPER drives the read address and access
type on MemBus (31:0), MemAdr (3:2) and asserts LE. To
facilitate simple de-multiplexing of the bus, the LE signal
is designed to connect directly to the latch enable input of
a’'373 type laich. The address is always valid for only one
clock. MemBus willthen become an input for sampling the
read data from the memory. The PIPER starts sampling
Acknowledge on the falling edge of SysOut in the same
cycle as the address is terminated. The PIPER will remain
inthis state indefinitely sampling Acknowledge onthefalling
edge of SysOut allowing the memory controller to add wait
states until the data is ready. When Acknowiedge is
asserted, the PIPER samples MemBus(31:0) onthe same
falling edge that Acknowledge is sampled active. If the
operation is a single-word read and ByteAssemble is not
asserted, the CPU will resume execution one and a half
cycles after the data is sampled. Figure 11.1 shows a
single-word, uncached read operation including the bus
acquisition time.

Cached and Instr are always LOW for uncached (single-
work) reads. The R/W signal is driven HIGH for a read
Jperation.

Figure 11.2 shows a single-word, uncached read with the
bus granted; that is, OutEn is asserted prior to the read
cycle. The PIPER initiates the read cycle (asserts LE and
drives the read address) onthe next rising clock edge after
Request is asserted. See Section 3.5 for Request and
OutEn operation.

3.2 Block Reflll Operation

Internal cache misses are serviced using a block or multi-
word transfer mechanism known as block refill. Block refill
is used to write a multi-word line into the internal caches.
The PIPER's instruction block refill size is fixed at 4 words
and the data block refill size is 4 words or a single word
depending on the Dbik input. Block refills are performed
by the PIPER using either Block mode or Burst mode
transfers.

3.2.1 Burst Mode Operation

When configured at reset to operate in Burst mode, the
PIPER will perform all block refills as bursts except for
Byte-assembly (see Section 3.9). A burst operation is
similar to the normal single word read cycle with the
exception that all word transfers in the block subsequent
o the first words, will occur without LEs. Figure 11.3
illustrates burst mode timing where data is available on
every clock cycle after the first access is completed.
However, any number of wait states may be added
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between the address phase and Acknowledge. The block
address is initially driven on MemBus(31:0) and MemAdr
(3:2) with LE. MemAdr(3:2) is equal to zero for the block
address. Data is sampled on the same falling clock edge
that Acknowledge is sampled asserted. With each
Acknowledge, MemAdr(3:2) increments to the address of
the next word (without LE) until the whole block is read.

Startis usedto reduce the cache miss penalty by minimizing
the total number of stalls to service a cache miss. Assertion
of Start begins the transfer of data from the on-chip read
buffer to the CPU. Optimal assertion of Start allows the
CPU to start block refill from the read buffer while the
remainder of the block is read into the buffer from external
memory. This reduces the number of stall cycles. Start is
sampled on the falling edge of the clock and optimally
shouid be asserted 3 cycles before the last Acknowledge
so the last word enters the buffer just prior to when it is
neededbythe CPU. If Startis assertedtoo early and there
are an insufficient number of words in the read buffer, the
CPU will stall (using single-word retries) until the rest of
the block is read. Single-word retries cause additional stall
cycles that increase the cache miss penalty. if Start is not
asserted before the last Acknowiedge, the PIPER will
respond as though Start was asserted with the last
Acknowledge. As a result, Start may be tied HIGH at the
cost of 3 additional cycles per block read. If Start is tied
LOW, the PIPER responds as though Start was asserted
with the first Acknowledge, consequently, the remaining
words of the block must be supplied on every subsequent
clock cycle for maximum performance.

The Cached signal is asserted if the reference is a cached
access. This can be used by a memory controller to select
between block (cached) or single word (uncached)
transters. The Instr signalis asserted if the reference is an
instruction cache miss and is useful if Dlbk is used for data
cacherefill. Instris LOW foruncached reads. R/Wisdriven
HIGH for a read operation. Cached, Instr and R/W are
asserted with LE and remain valid for the entire Burst or
Block mode read operation. See Section 3.5 for Request
and OutEn operation during biock reads.

3.2.2 Block Mode Operation

If the PIPER is configured to operate in Block mode, all
block refiils are performed as four consecutive read cycles.
The block mode read timing is shown in Figure 11.4. The
address for each word in the block is supplied with LE.
With each Acknowledge, MemAdr(3:2) increments to the
address of the nextword just as in the case of Burst mode.
Foroperation of Start, Cached, Instr, R/W, see Burst Mode
Operation {Section 3.2.1) and for Request and OutEn
operation, see Section 3.5.

3.3 Single-word Refill using Dblik
Dblk is used to select between four-word and single-word
refills for data cache miss cycles (Instruction cache block

LA~
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refiil size is fixed at four words and Dblk is ignored during
instruction cache misses). During a data cache miss read
cycle, the PIPER initially assumes a block transfer (until
Dbk is sampled) and therefore drives the block address
onthe bus. Dblk is sampied on the next rising clock edge
after the address phase is terminated. If Dbik is sampled
HIGH, a block transfer is signalled. Otherwise, if Dblk is
LOW, then a single-word transfer is indicated. If Dbk is
HIGH (block transfer), then block refill proceeds either in
Burst or Block mode as described in Section 3.2. If Dblk
is LOW (single-word transfer), then two cycles later the
PIPER drives the word address (actual miss address) or
byte address if ByteAssembie was aiso asserted (see
Section3.9 and Figure 11.5). The memory systemcontroller
must ignore the first address and respond only to the
second, that is, Acknowiedge is only asserted after the
second LE. (See Section 3.5 for OutEn operationwith Dbik).

3.4 Write Cycles

The PIPER performs bus write cycies to empty or retire
data fromthe on-chip write bufferto external memory. The
PIPER asserts Request to obtain control of the external
bus and remains in this state until the bus is granted.
When QutEn is asserted, the PIPER drives the write
address and access type on the MemBus(31:0), MemAdr
{3:2) and asserts LE. R/'W (LOW), Cached (LOW), Instr
(LOW), and Static are aiso driven with LE. On the next
rising clock edge MemBus(31:0) is driven with the write
data. While OutEn is asserted, the PIPER continues to
drive MemBus(31:0), R/W, Cached, Instr and Static until
Acknowledge is received. Figure 11.6 shows the minimum
single-word write cycle. Back-to-back writes are shownin
Figure 11.7.

If aprocessorwrite causes the four-deep bufferto become
full, the CPU stalls on the next write attempt until a write
buffer location becomes available. (See Section 3.5 for
Request and OutkEn operation).

3.5 Bus Arbitration
The PIPER’s Request and OutEn signals correspondto a
bus-request output and a bus-grant input for bus arbitration.

3.5.1 Request (Bus-request) Operations

Request is asserted when the PIPER requires control of
the external bus to perform read or write operations. The
PIPER remains in this state until the bus is granted. Bus
grant is signailed to the PIPER by the assertion of the
OutEninput. OutEnis sampled on every falling clock edge
after Request assertion. Whenthe bus is granted, the next
rising clock edge initiates the address phase of the read
or write transaction.

During read or write cycles, if there are no pending writes
in the write buffer, Request is de-asserted on the same
rising clock edge that terminates the address phase (or
the address phase of the last word of the block in Burst or
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Block mode transfers). If there are pending writes in the
buffer, Request remains asserted. f OutEn remains
asserted, the address phase of a pending read or write
cycle begins on the next rising clock edge foilowing the
Acknowiedge of a prior cycle.

3.5.2 OutEn (Bus-grant) Operation

If required by the memory system arbiter, a read or write
bus cycle may be interrupted any time before Acknowiedge
is received. This can be useful for resolution of deadlock
conditions or othertime-sensitive arbitrationissues. When
PIPER is to relinquish the external bus, OutEn input must
be de-asserted on the falling edge of the clock. The PIPER
will respond by placing MemBus(31:0), MemAdr(3:2), R/
W, Cached, Instr and Static in a high-impedance state on
the next rising clock. This allows the memory system
controller to grant the bus to another master. When the
arbitration conflict is resoived, bus mastership may be
returned to the PIPER by re-asserting OutEn. The PIPER
will respond by returning its outputs to the same state that
they were in prior to the grant being taken away except
Static is always de-asserted. This may occur even in the
middle of a Block or Burst mode transfer or byte-assembly
operation. If the PIPER has begun transferring words to
the CPU during biock refill, then the CPU will be forced to
stall when block refill is interrupted.

The PIPER samples the OutEn input on the falling edge
of SysQOut. During normal operation OutEnis de-asserted
with Acknowledge or any time after. When OutEn is de-
asserted MemBus(31:0), MemAdr(3:2), RW, Cached, Instr
and Static become high impedance on the next rising
clock edge. If OutEnremains asserted (or is later asserted)
after a read or write cycle completes and there are ho
pending transactions, the PIPER continues to drive
MemBus(31:0), MemAdr(3:2), R/W, Cached, Instr and
Static. However, the signal values are undefined during
this period.

If PIPER is to relinquish the bus during a memory
transaction, OutEn may be de-asserted at any time after
LE generation. If OutEnis de-asserted before Acknowiedge
(before a cycle completes) then the PIPER waits for the
bus to be re-granted to compiete the pre-empted cycle. In
this instance, when the bus is re-granted, the address
phase is not repeated for the pre-empted cycle. in Burst
and Block mode, OutEn may be de-asserted after the
address phase as described above. In Burst mode the
address phase will not be re-generatedwhenthe busis re-
granted. In Block mode, the address phase of the
suspended word is not repeated, however the LEs of the
remaining words in the block, are generated as in normal
operation.

If Dbik is sampled LOW during a data biock refill indicating
a single-word transfer, the PIPER generates two LEs
(address phases) as shown in Figure 11.5. OutEnmay be
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de-asserted after the first LE (block address) if the bus is
to be relinquished. When the bus is re-granted the second
LE (word address) of the suspended cycle is generated.

Similar to Dblkoperation, OutEn may be de-asserted after
the first LE (word/block address) during byte-assembly.
When OutEn is re-asserted, the second LE (first byte
address) of the suspended cycle is generated and the
cycle continues normally with the LEs of the remaining
byte addresses generated.

Figure 11.9 shows an example (two continuous parts) of
multiple read/write cycles by the PIPER. If OutEn is kept
asserted after a read cycle compietes and there is a
pending write inthe buffer, then the PIPER drives the write
address on the next rising edge after the read data is
sampled. As the PIPER turns MemBus(31:0) around from
aninput (read) to an output (write) in haif a clock cycle, the
read data must be off the bus before PIPER starts driving
the address to avoid bus contention problems. One way
to avoid bus contention is to de-assert OutEn after aread
cycle as shown in Figure 11.9. This technique does not
stall the CPU but the write cycle is delayed until the bus is
re-acquired.

3.6 Operation During Read Conflicts

All conflicts force the entire write buffer to empty prior to
completing the read that caused the conflict. If the CPU is
performing a block read, data will be loaded into the read
buffer from the memory until the conflict occurs. The write
buffer will then be flushed. If the first conflict occurs after
data transfer from the read buffer to the CPU has begun,
the CPU is forced into a read stall and data transfer to the
CPU continues after the conflict is resolved. if the conflict
is detected before data transfer to the CPU has started,
the CPU remains stalled until the conflict is resolved.
Contflicts are resolved transparently to the externai system.

If Burst mode is enabled, conflicts are handled differently
since the memory block read cannot be interrupted in the
Burst mode. In this situation, if a conflict occurs during the
block read, the entire block is still read from memory, the
write buffer is flushed and the entire block is then re-read
from memory. This operation is transparent to the memory
system. The PIPER also checks for conflicts during byte-
assembly. If a conflict is detected after Dbik is sampled
LOW, a write address is generated with the second LE,
see Figure 11.5 and the read/miss address is generated
after the write buffer is emptied.

3.7 Bus Errors

The occurrence of an extraordinary failure during memory
read operations is signalled to the PIPER by asserting
Berr. Berris only sampled on every falling clock edge after
the address phase of a memory read cycle as shown in
Figures 11.1 to 11.4. Assertion of Berr causes the CPUto
take a bus error exception after the current read cycle is
completed. This means that if Berr is asserted then
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Acknowiedge must be asserted the appropriate number
of times to complete the cycle. For example, if Berr is
asserted during block refill or byte-assembly, the memory
system must continue to supply Acknowledges to compiete
the block refill or byte-assembly operation. if Berr is
asserted during block refill, only the word(s) that caused
the error is invalidated before the bus error exception is
taken. Berr and Acknowledge may be asserted in the
same cycle.

As Berris not sampled during write cycles, memoryfailures
during writes orwrites to illegal addresses may be signalled
to the PIPER via the external interrupt inputs.

3.8 Static Column or Page-Mode DRAM Support
The PIPER provides support for DRAM static column,
page-mode or nibble-mode operation, improving memory
access performance to the same DRAM page. Currently
the PIPER supports a minimum DRAM page size of 512
words or 2 Kbytes that is, a 256K-deep DRAM system
with 9-bit row and 9-bit column addresses as shown in
Figure 3.1. On every memory access, the row and bank
addresses are compared withthose of the previous access.
It the addresses are equal, the Static signal is asserted
and may be used by a DRAM controller for generating
static column or page-mode accesses.

System simulation and benchmark data show that a large
percentage of writes are made to the same DRAM page.
Therefore, to improve system performance, Static canbe
used to retire writes in static column or page-mode.

DRAM ADDRESS CONFIGURATION
SIZE
31 20 19 11 10 210
256K x 1 12 i 9 9 2
l,___ Bank + Row —*— Column.
Address ;Nt'!t‘!resa;_.i
PIPER 3.1

Figure 3.1 Static Address Configuration

If OutEnis de-asserted after a memory cycle, the previous
address is disregarded and Static is not asserted for the
next memory cycle as shown in Figure 11.7.

3.9 Byte-Assembly (Dynamic Bus Sizing)

To support dynamic bus sizing, PIPER uses the byte-
assembly operation to directly perform 32-bit instruction
ordata reads from 8-bit I/O devices without any intervening
glue logic. To save board space, this feature permits the
use of a single byte-wide boot PROM instead of four
devices. The PIPER does four byte reads from the PROM
and assembiles the bytes internally to form a 32-bit word.

The ByteAssembie input must be asserted if a memory
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read cycle is to be byte-assembled. Both cached and
uncached word reads may be byte-assembled. Partial
word (half-word and tribyte) reads can also be byte-
assembled. ByteAssemble is sampled only on the first
rising edge of the clock after the PIPER terminates the
address phase of a word read as shown in Figure 11.8.
ByteAssemble is not sampled for partial word reads. If
ByteAssemble is asserted, then two cycles later the first
byte address and access type (based on the Endian) is
driven on MemBus (31:0), MemAdr(3:2) with another LE.
The memory controller must not respond to the first LE
and an Acknowledge should be asserted only for the
second LE as shown in Figure 11.8. The data is sampled
onMemBus(7:0) onthe falling clock edge of Acknowledge.
Consecutive byte addresses are driven on the bus until
thefourbytes ofthe word are read and internally assembled
into a word as shown in Figure 3.2.

Byte-assembly may be used during block refills both in
Block and Burst mode. However, ByteAssemble is sampled
only once on the first rising clock edge after the address
phase is terminated. Therefore if ByteAssemble is asserted
then the whole block is read in byte-assembly mode. As
shownin Figure 11.8 after the firstword is byte-assembled,
the first byte address of the second word will be driven on
the bus until the whole block is read in Byte-assembly
mode. This is true even for Burst mode, that is, the byte
address of every word in the block will be driven onto the
bus by PIPER identical to Block mode (Burst mode is
disabled during byte-assembly).

If ByteAssemble is asserted and the PIPER is configured
to operate with individual byte enables (ByteEncis LOW:
see Section 4.2.4), then this mode is disabled and the byte
encoding mode is enforced for the access so that the
latched Membus(1:0) can be directly connected to an 8-
bit /O device. During byte-assembly, the PIPER defaults
to the byte encoding mode and MemBus (3:2) indicates

Assembled bytes after each Acknowiedge

MemBus 31 24 23 1615 87 0
first 1
byte

first second 2
byte byte

first second | third 3
byte byte byte

first second | third fourth
Fulword | Ve | “byte | byte byte | 4
Byte Address
Little-endian 3 2 1 0
Big-endian 0 1 2 3

PIPER 3.2

Figure 3.2 Byte-Assembly Operation

4/1/92

byte access (00 = byte access) during the address phase.
The byte address is driven on MemBus(1:0), which
increments 0, 1, 2, 3 in Big-endian mode or 3,2, 1,0in
Little-endian mode, so thatthe firstbyte read is assembled
on bits (31:24) of the final word as shown in Figure 3.2.

3.10 Timer/Counter Timing

The operation of the timers/counters is shown in Figure
11.10 (three continuous parts). TIMER A DATA is loaded
with aninitial value Ox11111111 and TIMER ACONTROL
is written with 3 (E = 1, R = 1) to enable the re-load mode
and start the timer. TIMER B DATA is loaded with a count
value of 4 and TIMER B CONTROL is loaded with 0xB (E
=1, R =1, C=1)to enable re-load mode, enable external
count enable and start timer. TIMER A starts counting
(decrements) two cycles after its CONTROL register is
written. The count value inthe DATA register decrements
on the falling edge of the clock.

TIMER B counts (decrements) only when CountBEnable
is asserted. CountBEnable is sampled on the falling edge
of the clock and if asserted, decrements the count on the
next falling clock edge.

TIMER A is loaded with a new count value (value = 6) but
the CONTROL registeris not re-initialized. The new count
value decrements on the next falling clock edge.

Timerint is asserted when the count value in TIMER B
DATA reaches zero (times out). Since TIMER B is
programmed to operate in re-load mode, the initial count
value (value = 4) is re-loaded in the DATA register and
TIMER B continues to operate.

Timerint may be cleared by reading TIMER ACONTROL,
however in Figure 11.10, TIMER A reaches zero on the
next clock cycle, so Timerint remains asserted. Timerint
is cleared by awrite to TIMER ACONTROL (E=1,R=0).
Both the timers are stopped by clearing the CONTROL
registers (E = 0). When TIMER A is re-started, the default
value inthe DATA register (value = 2) is used as the initial
count value.

4.0 INITIALIZATION
The reset sequence and the configuration modes of the
PIPER are described in this section.

4.1 Reset

The Reset input is used to force processor execution

starting at the reset exception vector OxBFC00000 and

initialize processor state. After reset has occurred the

foliowing processor state is guaranteed:

A. Status Register State

1. KUc, the current Kemel/User bit, is zero (Kernel
mode).

2. |Ec, the current interrupt enable bit, is zero (interrupts
disabled).

Powered by | Cnminer.comEl ectronic-Library Service CopyRi ght 2003



A'@VANCE INFORMATION

PIPER

3. TS, the TLB shutdown bit, is zero (TLB enabled).

4. SwC, the swapcache bit, is zero (caches not swapped).

5. BEV, the bootstrap exception vector bit, is one (select
bootstrap exception vector).

B. The Random register is set to zero.

C. The on-chip caches and the TLB are in an unknown
state and must be initialized via software.

D. The timers/counters are disabled (E bit = 0) and the
remaining bits of the CONTROL and DATA register
are undefined.

Unlike the PR3000A, the PIPER incorporates special
synchronization logic for Reset, so Reset may be asserted
and de-asserted from an asynchronous source. It is
guaranteed that SysOut and SysOut will be driven after
power-up and through the reset sequence.

Three cycles after Reset is asserted, and until it is de-
asserted, MemBus(31:0), MemAdr(3:2), Cached, Instr,
R/W, and Static are tri-stated, and Request, FPint, and
Timerint are HIGH, and LE is LOW.

To permit the phase-locked loop mechanism to stabilize
(see Figure 11.11), Reset must remain asserted for at
least 3000 cycles after the power supply and the input
clock are stable. The warm reset minimum pulsewidth is
also 3000 cycles.

4.2 Configuration Modes

Five mode input signals, BigEndian, BurstRead, Cache-
Size, ByteEnc and TimerDisable, are used to select the
operating configuration of the PIPER. To permit selection
of various options, these inputs are tied HIGH or LOW.
PIPER operation will be undefined if a mode input signal
is dynamically changed during normal operation.

4.2.1 CacheSize

The value of CacheSize input selects between the two
cache configurations as shownin Table 4.1. |f CacheSize
is HIGH, the 4-Kbyte instruction and 4-Kbyte data cache
is configured. if CacheSize is LOW then the 8-Kbyte

Tabie 4.1 CacheSize Modes

CacheSize Configuration
HIGH 4 Kbyte I-cache, 4 Kbyte D-cache
LOwW 8 Kbyte I-cache, 2 Kbyte D-cache

PIPER 4

instruction and a 2-Kbyte data cache is configured.

4.2.2 BurstRead

The BurstRead Mode is shown in Table 4.2. When
BurstRead is HIGH all block refills are done in Burst mode
where only the initial block address is driven by PIPER.

Table 4.2 BurstRead Modes

BurstRead Operating Mode
HIGH Burst mode
LOW Block mode

PIPER 4
When BurstRead is LOW all block refills are done in Block
mode where the PIPER drives the address of every word
of the block with anLE. For both, MemAdr (3:2) increments
with each address phase.

4.2.3 BigEndian .

BigEndian selects the byte ordering as shown in Table
4.3. When HIGH, Big-endian byte ordering is selected and
when LOW, Little-endian byte ordering is used. PIPER
supports dynamic switching between the byte ordering
modes via a bit in the CPU Status register. if bit 25 (RE bit)
of the Status register is set and bit 1 (KUc bit) is aiso set,
then the CPU will execute code compiled for Endianess
opposite to the Endianess for which the system is
configured. The value of BigEndian must not change
when the byte ordering is switched.

Table 4.3 BigEndian Modes

BigEndian Operating Mode
HIGH Big-endian
LOW Littie-endian
PIPER 4
4.2.4 ByteEnc

ByteEnc selects between byte encoding and individual
byte enabies as shown in Table 4.4. When HIGH, byte
encoding is selected and when LOW, individual byte
enables are used.

If byte encoding mode is used then MemBus(3:0) encodes
the byte selection during address phase (see Figure 4.1).
Byte encoding is only valid on MemBus(3:0) during the
address phase. At this time, MemBu s(3:2) corresponds
to AccTyp(1:0) of the PR3000A CPU (during a read stall
or write operation).

Table 4.4 ByteEnc Modes

ByteEnc Operating Mode
HIGH Byte encoding mode
LOW Individual byte enables

PPER 4

If individual byte enables are used, MemBus(3:0)
corresponds to byte enables as shown in Figure 4.2. Byte
enables are active HIGH and are valid only during the
address phase. Individual byte enables select the same
bits on MemBus (31:0) in both Big-endian and Little-
endian mode.
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ﬁPIPER
Memaus (X2 | MemBus (1:0)) Byws Accessed
1t 0 1 o{N 0|3 e [
wory | @ 0| I Tz I3 |(F Tz T3 o]
t o o o[ T v T 21T i [ 2 T 1 1T 0]
(rple-bywey 0 1 L v [ 21 3 JICL3 1 2 ] 1} ]
o 1 0 o[ o T 1 7T ]| | I 1 1 o |
(hat-word)l 1 O {f 1 T 21T 3 13T 2T I ]
o 0 0 o[ 1 | I 1 I I I o |
(byw) 0 1] 1 1 | Ji 1 I v+ I ]
1 0] 1 i 2 | it 1 2 | { ]
LR 1 I [ 3 j13 1 1 1 ]
NOTE: MemBus (3:0) vaild during address phase

Figure 4.1 PIPER Byte Encoding PreadL
Byte Address
Byte Enable | Data bits
vt Big-endian | Little-endian
MemBus (3) | Data 31:24 0 3
MemBus (2) | Data 23:16 1 2
MemBus (1) | Data 15:8 2 1
MemBus (0) | Data 7:0 3 0
PIPER 4.2

NOTE: Byte Enables are active HIGH and valid during address phase

Figure 4.2 PIPER Individual Byte Enables
4.2.5 TimerDisable
TimerDisable enables or disables the timers/counter as
shown in Table 4.5. When HIGH, the timers/counters are
enabled and the physical addresses 0x1FF20000 through
0x1FF2000C are reserved for the timers. When LOW, the
timers/counters are disabled and the address space
0x1FF20000 through 0x1FF2000C is not reserved.

Table 4.5 TimerDisable Modes

TimerDisable Operating Mode

Timers/Counters Enabled
Timers/Counters Disabled

HIGH
LOw

PIPER 4
5.0 INTERRUPTS _
The PIPER has six general purpose interrupt inputs Int
(5:0) that are sampled on the falling edge of the clock and
are only recognized in run and fixup cycles. The Int(5:0)
inputs are not sampled in stall cycles. The assertion of any
Int(5:0) input causes the CPU to abort execution of the
current instruction and any following instructions in the
pipeline and branchto the general exception vector location
0x80000080. For the PIPER exception processing model
see Reference [1].

4192
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The interrupt inputs are not latched within the CPU when
an interrupt exception occurs but continue to be sampied
on the falling edge of the clock and can be read via the
CPU Cause register. Int(5:0) must be externally
synchronized. The source of the interrupt must continue
to assert the interrupt input until it is serviced. The Cause
register provides a level sensitive indication of the active
interrupt or interrupts. The timing of the interrupt inputs is
shown in Figure 11.12. The external interrupts may be
individually masked or disabled via the Status register.

The FPA signals floating point exceptions to the CPU via
one of the interrupt inputs Int(5:0). Since FPiInt (FPA
interrupt) is not internally connected it must be externally
connected to one of the interrupt inputs int(5:0). FPintcan
be connected directly to any Int(5:0) input without
intervening synchronization logic.

If the on-chip timer/counter is used in interrupt-driven
mode then Timerint must also be externally connected to
one of the interrupt input pins int(5:0). Timerint can also be
directly connected to any Int(5:0) without intervening
synchronization logic.

6.0 SCpCond (Co-Processor Condition) INPUTS

The CPU supports four co-processor condition inputs
CpCond(3:0) that are sampled during run cycles for co-
processor branch condition tests. CpCond(0) and
CpCond(1) are are used internally and only CpCond(3:2)
are available externally as SCpCond(3:2) pins for branch
condition inputs. The SCpCond(3:2) inputs are internally
synchronized with SysOut and can be driven by an
asynchronous source. They are sampled on the rising
edge of the clock and are recognized only during run
cycles as shownin Figure 11.12. if the processor executes
a co-processor 2 or co-processor 3 branch condition
instruction, the state of the appropriate SCpCond input
determines the direction of the branch.

To execute co-processor branch condition instructions,
the corresponding co-processor usability bits (bits 28 to
31) in the CPU Status register, must be enabled.

CpCond(1) is used by the FPA (co-processor 1). The
FpCond output fromthe FPA is internally connected to the
CPU’s CpCond(1) input and can be used for co-processor
1 branch condition tests.

CpCond(0) can be used to determine if the write buffer is
empty. The CPU's CpCond(0) is driven during run cycles
by aninternal signalthat is asserted HIGH wheneverthere
are pending writes in the write-buffer, that is, CpCond(0)
is driven HIGH whenever the write buffer is not empty.
Software could poll the CpCond(0) input using co-
processor 0 branch condition instructions to check if the
write buffer is empty. CpCond(0) will remain HIGH until
Acknowiedge is asserted for the last word in the write
buffer. To ensure that the timing requirement is met, there
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must be at least two instructions between a store and a
subsequent CpCond(0) branch test.

7.0 DEBUG SUPPORT

The PIPER’s internal cache interface signals including the
cache address andtagbus are externally available to help
in system debug, program trace and for observability
purposes. For a description of these observation signais
and timing, see Section 9.0 and Reference [2].

The observation signals are enabled by asserting the
ObsEn signal. lif ObsEn is de-asserted, all the observation
pins are in tri-state. To reduce noise and power, ObsEn
should be de-asserted when not in use.

The Cachelnv signal is useful for dynamically forcing
cached accesses to be uncached. Asserting Cacheinv
negates the internal cache entry valid bit (TagV) bit read
by the CPU and forces a cache miss. This resuits in abus
read cycle after a current write cycle (if any), completes.
Asserting Cacheinv does not invalidate a cache entry, that
is, the valid bit in the cache line is not negated.

7.1 Cache Swapping

The CPU permits the data and instruction caches to be
swapped to facilitate cache flushing and diagnostics.
Cache swapping is accomplished via the SwC bit of the
Status register. See Reference [1]. When the caches are
swapped, the cache thatwas functioning as the instruction
cache becomes the data cache and vice versa.

All memory references within the immediate vicinity of the
swap operation must be uncached. Because of the four
word instructioncache line ,whenthe caches are swapped,
the data cache line becomes four words. Consequently,
the swapped mode is acceptable for cache flushing or
diagnostics but notfor normal operation. Dblk must remain
HIGH when the caches are swapped.

8.0 REFERENCES
[1] MIPSR2000/R3000 RISC Architectureby Gerry Kane,

Prentice Hall, 1987.
[2] R3000A Processor Interface, March 9, 1950.
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9.0 PIPER SIGNAL DESCRIPTIONS (Functional)

Clockin I | Master input clock ( 1x Clock)

Reset I | Asynchronous reset

MemBus(31:0) /O | Memory Bus. A multiplexed address and data bus used to transfer data between
the memory system and the PIPER. During the address cycle the address is driven,
except on bits (3:2) that have the size of the data transfer (access type). High
impedance when OutEn is HIGH.

MemAdr(3:2) O | Address bits (3:2) of the current bus cycle. Drives the current word address during
block refill, if Burst mode is enabled. High impedance when OQutEn is HIGH.

Instr O | When HIGH, indicates that the current bus cycle is cached instruction read. When
LOW, indicates a cached data read. Is LOW during uncached reads or write cycles.
High impedance when QOutEn is HIGH. Asserted with LE valid for the entire cycle.

Cached O | When HIGH, indicates that the current read bus cycle is cached access. When
LOW, the read is a non-cached access. Cached is LOW during write bus cycle.
Asserted with LE valid for the entire bus cycle. High-impedance when OutEn is
HIGH.

LE O | Address latch enable. Indicates that an address is currently available on the
MemBus. It should be used by an external latch to latch the address off of the
MemBus.

Request O | Memory bus request. When LOW, indicates that the PIPER requires access to the
MemBus either to transfer data from the write buffer to the memory or from the
memory to the read buffer.

Acknowiedge I | Memory bus acknowledge. When LOW, it indicates the completion of a memory
bus cycle. If the cycle is a read, indicates to the PIPER that the data is valid on the
MemBus. If the cycle is a write, indicates that the memory system has accepted the
data off of the MemBus.

OutEn I | Memory bus output enable. When LOW, indicates to the PIPER that MemBus
access has been granted (in response to Request) and that it may begin driving the
MemBus and its controlis.

RW O | Memory bus read / write control. When HIGH, indicates to the memory that the
current MemBus transaction is a read. When LOW, indicates that the current
MemBus transaction is a write. (Asserted with LE and valid for the entire bus cycle.)
High-impedance when OutEn is HIGH.

Static O | Static column address. When LOW, indicates that successive memory accesses
have the same row address. High-impedance when QutEn is HIGH.

SCpCond(3:2) | | Coprocessor branch condition inputs internally synchronized with SysOut.

Int(5:0) | | External interrupts to CPU. Must be externally synchronized.

Start ! | The Start signal input informs the read buffer (during block read) to begin word
transfers to the CPU (can be tied HIGH or LOW in special circumstances).

ByteAssemble | | Enable byte-wide read.

Cachelnv | | Cache invalidate. When LOW, a cache miss stall is forced for each cached memory
cycle.

SysOut O | Inverted system clock.

SysOut O | System clock.

BErr | | Bus error. Signals the occurrence of a bus error during memory reads.

182 12
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FPint 0] Floating-point interrupt. Must be externally connected to one of the Int (5:0) inputs.

Timerint O | Timer interrupt. When LOW, one of the timer/counters has reached zero. Must be
externally connected to one of the Int (5:0) inputs if the timer/counters are enabled.

CountBEnable| | Counter/Timer B Count enabie.

TimerDisable I TimerDisable Mode Input: When LOW, Counters/Timers are disabled; when HIGH,
counters/timers enabled.

Dbik l Data Block Input: When HIGH, indicates data block refill (4 words) for a data cache miss.
When LOW, it indicates a single-word data transfer.

BigEndian 1 BigEndian Mode Input: When HIGH, Big Endian Ordering Mode is active. When LOW,
Little Endian Ordering Mode is active.

BurstRead | BurstRead Mode Input: When HIGH, Burst Mode wiil be enabled during block refills.
When LOW Block Mode is enabled.

CacheSize | CacheSize Mode Input: When HIGH, 4Kbyte (single-word line) data cache and 4Kbyte
(4-word line) instruction cache are configured. When LOW, 2Kbyte (single-word line)
data cache and 8Kbyte (4-word line) instruction cache are configured.

ByteEnc I Byte Encode Mode Input: When HIGH, MemBus (3:0) during address phase, encodes
byte selection. When LOW, these signals become individual byte enables.

Resvd (1:0) NC | Reserved for future use. Leave unconnected to ensure compatibility with future versions.

PIPER SIGNAL DESCRIPTIONS (Observation & Debug Support)

Tag (31:12) (o} A 20-bit bus for transfering cache tags and high addresses between the processor,
caches and the read/write butfer.

Adrio (11:2) O | A 10-bit bus for transferring low addresses from processor to caches & read/write buffer.

Xen O | Read Enable for the Read Buffer.

ObsEn | | Output Enabie for Observation Pins.

DRd O | Data Cache Read Enable.

IRd O | Instruction Cache Read Enable.

AccTyp (2:0) o A 3-bit bus used to indicate the size of data being transferred on the intemal data bus ,
whether or not data transfer is occuring, and the purpose of the transfer.

Run O | Indicates whether the processor is in Run or Stail Mode.

Exception 0] Indicates exception related information.

FPBusy (o] Signal from the FPA to the CPU indicating a request for a coprocessor busy stall.

MemRd O Signals the occurrence of a main memory read.

Memwr O | Signals the occurrence of a main memory write.

RdBusy o Read buffer busy.
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10.0 ELECTRICAL SPECIFICATIONS, COMMERCIAL TEMPERATURE RANGE (T=0° TO 70°C, V=5V 15%)

10.1 MAXIMUM RATINGS’

Symbol Parameter Conditions Min. | Max. | Units
Vec Supply Voltage <05 | +7.0 Vv
Vi Input Voltage'? <05 | +7.0 \'

Notes:

1. Vs Min. = -3.0V for puise width less than 15ns.
2. VinsVec +0.5
3. Not more than one output shouid be shorted at a time. Duration of the short should not exceed 30 seconds.

10.2 RECOMMENDED OPERATING CONDITIONS 243

Grade Ambient Temperature GND Vee
Commercial 0°C to +70°C ov 5.0Vt 5%
Notes:

1. The case temperature must be limited by using adequate air flow and/or an appropriate heat
sink or other thermal management design.

2. The maximum operating junction temperature should be limited to 125°C.

3. For optimum performance and improved reliability, it is recommended that the operating junction
temperature should be kept below 85°C.

10.3 CAPACITIVE LOAD DERATING FACTOR

35MHz 40MHz 45MHz
Symbol Parameter Conditions Units
Min. | Max. | Min. | Max. | Min. | Max.
Co Load Derate 0.5 1 0.5 1 0.5 1 ns/25pF
10.4 DC ELECTRICAL CHARACTERISTICS
35MHz 40MHz 45MHz
Symboi Parameter Conditions Units
Min. | Max. |{ Min. | Max. | Min. | Max.
Vou Output HIGH Voltage Ve = Min. 24 24 24 v
|°“ = -4mA
Voo Output LOW Voltage Ve = Min. 0.4 0.4 0.4 \'J
lo, = 4MA
Vi Input HIGH Voitage 2 Vect0.5 2 Vect0.5 2 Vect0.5 v
Vv Input LOW Voitage 0.5 0.8 0.5 0.8 -0.5 0.8 v
Vs Input HIGH Voltage @ 3.0 |Ve+05| 3.0 |Vee+0.5( 3.0 |V +0.5 \'J
Vis input LOW Voitage @ -0.5 0.6 -0.5 0.6 -0.5 0.6 \
Cw Input Capacitance 10 10 10 pF
Cour Output Capacitance 10 10 10 pF
lee Operating Current Ve = 5.25V 1100 1300 1500 mA
I Input LOW Current Vi = GND -10 -30 -50 BA
Vcc = Max.
I input HIGH Current Vin = Vee 10 30 50 pA
Ve = Max.
loz Output 3 State Current LOW Vour = 0.5V -50 -70 -100 A
Vcc = Max.
lozy Output 3 State Current HIGH Vour = 2.4V 50 70 100 HA
Ve = Max.

Notes:

1. Transient inputs with V, and |, not more negative than —3.0V and -100mA, respectively
are permissible for pulse widths up to 15ns.

2. Vs and V, ¢ apply to Cockin.
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10.5 AC ELECTRICAL CHARACTERISTICS COMMERCIAL TEMPERATURE RANGE ' (T = 0° to 70°C, V = 5Vi5%)

35MHz 40MHz 45MHz
Symbol Parameter Description Min | Max | Min. | Max| M. Wiax. Unit

t, Setup time to Clock edge 2 2 1 ns
t Hoid time from Clock edge 2 2 1 ns
ty Request valid from Clock rising 10 8 6 | ns
t. Tri-state time from Clock rising 6 5 4 | ns
ts R/W valid from Clock rising 8 7 6 | ns
ts MemBus (31:0) valid fromClock rising i 12 10 8 | ns
t; LE valid from Clock rising 1 6. 5 4 | ns
ts LE valid from Clock falling 1 6 5 4 | ns
ts Cached valid from Clock rising 12 10 8 | ns
tio Instr valid from Clock rising 12 10 8 | ns
t,, Static valid from Clock rising 14 12 10 | ns
t2 MemBus (31:0) driven (Low-2Z) from Clock rising 3 2 1 ns
ts Timerint valid from Clock falling ns
tie Int (5:0) to Clock falling setup 5 4 35 ns
tis Int (5:0) from Clock failing hold 0 0 0 ns
tis Reset pulse width 3000 3000 3000 cyc
LE pulse width 14 12 10 ns
s MemBus address to LE failing setup 8 7 6 ns
tis SCpCond (3:2) to Clock rising setup 2 2 1 ns
to SCpCond (3:2) to Clock rising hoid 2 2 1 ns
ts Clockin HIGH (transition < 5.0ns) 10 8 6 ns
t Clockin LOW (transition < 5.0ns) 10 8 6 ns
t Clockin period 28 25 22 ns
| Output clock HIGH
| Output clock LOW
toe Qutput clock period
t," SysOut falling to SysOQut rising

Notes:

1. All output times are given assuming 25pF of capacitive load.

2. All timings referenced to 1.5V.

* Valid only after t,, is met

Figure 10.6 Output Loading for AC Testing
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10.6 ELECTRICAL SPECIFICATIONS, MILITARY TEMPERATURE RANGE (T= -55° TO +125°C, V=5V +10%)
10.7 MAXIMUM RATINGS’
Symbol Parameter Conditions Min. | Max. | Units

Vee Supply Voltage -05 | +7.0 Vv

Vi Input Voltage'? -0.5 | +7.0 v
Notes:
1. V Min. = -3.0V for pulse width less than 15ns.
2. V|n < Vw +0.5

3. Not more than one output should be shorted at a time. Duration of the short should not exceed 30 seconds.
10.8 RECOMMENDED OPERATING CONDITIONS 1223

Grade Case Temperature GND Vee
Commercial -55°C to +125°C oV |5.0V+10%
Notes:

1. The case temperature must be limited by using adequate air flow and/or an appropriate heat
sink or other thermal management design.

2. The maximum operating junction temperature should be limited to 125°C.

3. For optimum performance and improved reliability, it is recommended that the operating junction
temperature should be kept below 85°C.

10.9 CAPACITIVE LOAD DERATING FACTOR

25MHz 35MHz
Symbol Parameter Conditions Units
Min. | Max. | Min. | Max.
Cwo Load Derate 0.5 1 0.5 1 ns/25pF
10.10 DC ELECTRICAL CHARACTERISTICS
25MHz - 35MHz
Symbol Parameter Conditions Units
Min. | Max. Min. | Max.
Vou Output HIGH Voltage Vee = Min. 24 24 v
IOH = -4mA
Voo Output LOW Voltage Vee = Min. 04 0.4 v
lo, = 4mA
Vi Input HIGH Voltage 2 Vect0.5 2  |Vec#05) V
V. Input LOW Voltage' 0.5 0.8 -0.5 0.8 v
Vius Input HIGH Voltage? 3.0 |Ve+05] 3.0 |V 405 V
Vis Input LOW Voitage? -0.5 0.6 -0.5 0.6 v
Cw Input Capacitance 10 10 pF
Cour Output Capacitance 10 10 pF
lec Operating Current Ve = 5.25V 900 1200 mA
I Input LOW Current Vix = GND -10 -30 pA
vcc = MaX.
by Input HIGH Current Vi = Ve 10 30 A
Vee = Max.
loa Output 3 State Current LOW Vour = 0.5V -50 -70 A
VOC = Max.
lozn Qutput 3 State Current HIGH Vour = 2.4V 50 70 HA
Vcc = Max.

Notes:

1. Transient inputs with V, and |, not more negative than —3.0V and —100mA, respectively
are permissible for pulse widths up to 15ns.

2. Vys and V, ¢ apply to Cockin.
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10.11 AC ELECTRICAL CHARACTERISTICS MILITARY TEMPERATURE RANGE ' (T = -55° TO +125°C, V= 5V+10%)

25MHz 35MHz
Symbol Parameter Description Min. | Mao. | Min. | Max. Unit
t, Setup time to Clock edge 4 2 ns
t. Hold time from Clock edge 4 2 ns
ts Request valid from Clock rising 14 10 | ns
t, Tri-state time from Clock rising 8 6 | ns
ts R/W valid from Clock rising 10 8 |ns
ts MemBus (31:0) valid fromClock rising 16 12 | ns
t; LE valid from Clock rising 8 6 | ns
te LE valid from Clock falling 8 6 | ns
to Cached valid from Clock rising 16 12 | ns
tio Instr valid from Clock rising 16 12 | ns
tyy Static valid from Clock rising 18 14 | ns
ty2 MemBus (31:0) driven (Low-2Z) from Clock rising 5 3 ns
tis Timerint valid from Clock falling ns
ti int (5:0) to Clock falling setup 7 5 ns
tis Int (5:0) from Clock falling hold 0 0 ns
| Reset pulse width 3000 3000 cyc
| LE pulse width 18 14 ns
| MemBus address to LE falling setup 10 8 ns
te SCpCond (3:2) to Clock rising setup 4 2 ns
to SCpCond (3:2) to Clock rising hoid 4 2 ns
t2 ClockIn HIGH (transition < 5.0ns) 13 10 ns
t2 Clockin LOW (transition < 5.0ns) 13 10 ns
toy Clockin period 40 28 ns
t Cutput clock HIGH
| Output clock LOW
ts Output clock period
" SysOut falling to SysOut rising
Notes:

1. All output times are given assuming 25pF of capacitive load.
2. All timings referenced to 1.5V. ’
* Valid only after t,, is met

Figure 10.7 OQutput Loading for AC Testing
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AN
11.0 TIMING DIAGRAMS

SysOQut I

M iva

OutEn \

T
al
N
1

RW

/ .
l‘_ —_ t, — lc— ty
Ti [ty
MemBus (31:0) \M\F
lr
\

Address

MemAdr (3:2)

LE lig
t
Cached el t'-’r_ N I__ “ .
\ /|
: ‘bi tio —] l4— ty
Instr \ 1
— l/‘— ty — I‘— ts
Static | \S—
a—
M S A
ByleAssemble 7\

BEm )( X)(tx

Acknowledge

NOTE:
1.Sampiled on every falling clock edge after address phase.

PIPER 11.1

Figure 11.1 PIPER Uncached Single-Word Read with Bus Acquisition (without byte-assembly)
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SysOut
——»l t3'<—— —i g
Request \
— tz
OutEn ——I ty 4’—‘_
—> ts|e ] tsle-
—Ptzlﬂ—
—f t | —it _.l t
6 4| ' 1 ts'd—
MemBus (31:0) See note 1 Address )-——( Data )—-( See note 1
— t6¢— —oitola—
MemAdr (3:2) See note 1 Address See note 1
—at
T e
LE tg
t
. —J to 4—1-? —=1 1
{
: Cached \

—>| tio - 1y f—
Instr \r

—’I t41
Static

R

ByteAssembie 7\
gt i el
BEM XX X X

ty
ta
Acknowledge \ /

NOTE:
1. Driven by PIPER, with undefined value.

_f

PIPER 112

Figure 11.2 PIPER Uncached Single-Word Read with Bus Granted (without byte-assembly)
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S0 :1[ f’l | [ [ l | L
ts
| "‘v:_
ettty OyRon By
OWEn \ /
tg - l- s l‘-t‘
RW / | ty]ts 4yl t it
to = o ol e A e e Ml e
MemBus (31:0) (" Address ) (Data Y Data — Data )— Data }+———
""’:['..tls ) tg = ot
MemAdr (3:2) : _—’ 00 Xot1 X 10 X1
B
L& % I‘_t
tg—o] | b - 4
Cached /- -
o —= I'" -
Instr { E‘
by = = - I‘-" t14 >
Static o Ylts \
el
Doik \
f s | | |
ByleAssemble / \
| Lol ol ol
Acknowiedge NVANVANVANVE
=

/A
—efty -ty —e{ty —itly —ity
—={ty t_._I‘__.p,:._"_ t l‘_I‘_——{ ) _r__.{t, __r-

= X OO DK X

NOTE:
1. Optimal place for Siart assartion is 3 cycies before the last Acknowledge

PIPER 11.3

Figure 11.3 PIPER Burst Read with Bus Acquisition (without byte-assembly) & one cycle delay between words.
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m;‘_jt L |1 | | . L L
3 -
= isfs
—_ ty [e-etmadit —] a2
= — Lo =
[T
RW : " ty | ta I._" l‘h’ ty l"""'HI | ty |t
Bus (31:0) M vt Data Address Data Acoress )= Daia Y Acdress ) Datm Yo
te
e L= |'.-]- | | | ‘I l"
Adr (32) é- 00 r ot X 10 X E] —
t‘2:|--- tir | | I I I I I
LE / \ l \
ty - b ts — r_g‘
Cached \_
tio = = Lo fom
Instr <_ —
tiy = |- o= " te
= ) EEERC T | E=E
".‘l- 2
Dok Jl" ' I\
/ ‘LF‘ ty | &2 ty | t2 ty |ty
o | O T v v,
San ' \_/
%mmﬁmuammmutm
PIPER 114

Figure 11.4 PIPER Block Read with Bus Acquisition (without byte-assembly)

swo= | L[ L I 717 1L_
- tg ts
MemBus (31:0) — Block Address Word Address
t |t
| | |
Dbik \ /
>ty ol tg ty ~{1g
LE t.
’T ‘1‘73
Acknowledge
(" Note: 1. There is no Acknowledge between the two LEs PIPER 11.5

Figure 11.5 PIPER Dbik Timing
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N B N N B
e (] I,

OutEn \

X

Static /

MemBus (31:0)

o= - [~
MemaAdr (3:2) \F Address )
t
7" .ﬂ‘a tg
LE
ty7
_ I Yt
Acknowiedge
PIPER 11.6
Figure 11.6 PIPER Single-Word Write with Bus Acquisition
s | | L] |
13— — t3 13—
Request Note 1 l.- ;— y
Ba ==
o\ I/
1g —] I.. — I—- 1
R ——————\_ ——
to—w ju—| —»f -1 | lg fa— —ojlge— ty
MemBus (31:0) ——————— Address Dama Xaddress Daa —
= [T rE =4
MemAdr (3:2) ———————H Address )( 7 Address j_
ty — -.”‘—!‘ t; —d -.”‘-t’
LE ; \
tyy =] jo— = je—tyy — r- te
S ———— .
e py—
Acknowiedge \ /
NOTE:
1. m.?mtzmn:muommmmwmnounuwmcmpuvmm:mmn e

Figure 11.7 PIPER Muiti-Word Back-to-Back Writes
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Sysout | LI 1 [ L1 P

s | o] tg}= Tl o
s 012y LT, >t

T j |
Byte-Assembie \ /
Rl ‘l v e
= 3 - )'_‘C / \_
Y7 -t."_t_z_"- tz
Acknowiedge ' s —= Y —K/
—
Request” T (_
Note: 1. There is no Acknowiedge b ? the two LEs
2. Request transitions if there are No pending writes during uncached reads, otherwise remains assrted PIPER 11.8

Figure 11.8 PIPER Byte-Assembly Timing
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N
Srou _| [ L1 L] o d L 1
Frocuest \
SaEn / T\
W \
AW | R 4
Memaus (31:0) — Data - (Dean ) ( X oua X Acarees }—————(ua)-
| I
MemAdr (32) _10 ) &2 ) {acs X Adoress
Aeowaize \_/ \_/ \I_/ /"
T S~ DI - o
inprogress  word 1 cycle fol
(2-cﬁo after Wrie
delay last word
between
words) driven
on MemAdr (3:2)
¥ no write
is pending
PIPER Mutltiple Read/Write Timing Example PIPER 11.9
Figure 11.9 PIPER Multiple Read/Write Timing Example (Part 1)
c S N T ([ O T O O A I
Foquest /]
5o /T N\ /T\ /T
AW \ — N | ~
MemBus (31:0) Data o|m Addross ’_\ D'-Tn_\ﬁ { Adaress X DI"‘ )
MomAdr (3:2) X Address - S Acdress ) e D &
LE / \ / \ / \
Admowesze  \1 / 1/ L/
Write Finish Wait Uncached Wait Write End of
Cowrg M gm. ™ e K e
next next
Read Write
(Note 1) (Note 1)
NOTE: 1. This wait is not required by the PIPER.
PIPER 11.9
Figure 11.9 PIPER Multiple Read/Write Timing Example (Part 2)
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Memwr ' \ / \
MemRd '
Data ' m11111)O@m3D(WD(WbU Xooooooos)D
Xen !
timer A 2 00000 1111111 11111111 X 11111110 X 1111110f
timer 823 X 00000004 X 00000004
Timerint 3
ty | ta ty |tz
[P ! pa—otaird
CountBEnable 3 / \
Load Start Load Start Timer A Load
Timer A Timer A Timer B Timer B starts Timer A
counting with a
new
value
Enable
Timer B
fo count
NOTES:
1. CPU signal
2. WRAP internal signal
3. PIPER pin

4. All vaives are in hexadecimal

5. Timer 8 is configured to work with the external count enabie signal (control register count bit = 1) PIPER 11.10

Figure 11.10 PIPER Timer/Counter Timing Example (Part 1)
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AN
Sysout ™2 | | ] | | [ J | |
I X_J
Adio! X X |Xooa l IXc.xm lx X |Xooa | |Xoo4 | 004 00c
T-c‘:x__—x X X mo X szox:x X X o X:X1mX:XsmoX:>
Memwr ! / ;—
MemAd ! \ [ \ [
5 a5 G5 G G G T G5 G 69 6 @ C5 0 C=2'0
Xeon ! \——/ - /—_._
umuA’Xnunoo' ooouooostooooooos IWoooquoooooooa ,Xooooom IXoomoom X 00000000 lXooooooosl
ms“)(oooooooa 00000002 X 00000002 X 00000001 X 00000000 X' 00000004 00000003 X 00000003 X 00000002 )
] ety - s
Timerni 3 e \ F_
|--14
CounteEnadie \w//4 W 7 \O\N\ 7777 7 W\ | 777
SR E B
=
:. #_“'f-‘?.m“m.m he axtemai count snable signal (conwrol register count bit = 1)
PIPER 11.10
Figure 11.10 PIPER Timer/Counter Timing Exampie (Part 2)
Y] 26

Powered by | Cnminer.comEl ectronic-Library Service CopyRi ght 2003



ADVYANCE INFORMATION PIPER

Byl -2 | | [ | | | | {

Memwr ! /
owa " XX ooacoa0a X "X anoonooa XX amossnao X W avosooot X X X X X X X_ X
- timer A2 X 00000005 00000004 00000003 00000002 X 00000002 00000002 00000001 X' 00000000

- "‘"13 - rl“ -t rl“ ot tys
o | f

Configure Swop Swop Restart Timer A Timer A
TM‘B‘ Timer A Timer 8 Timer A Restarts times out
not to Clear
reload Timer B
imermrupt
1 CPU:ivnd
2. WRAP internel signel
:‘l. PIPER ':n
s.

Al values are in hexadecimai
Timer 8 is coniigured 1 work with the extemnal count enable signel (contral register count bit « 1)

PIPER 11.10

Figure 11.10 PIPER Timer/Counter Timing Example (Part 3)
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Clockin and Vce Stabilized

))
KL

Vee el 7
Clockin |_32_| L

Reset \\V\ . /

PPER 11.11

Figure 11.11 PIPER Power-On Reset Timing

FIXUP RUN RUN
SysOut . |
tisi — t15

o) X Wt X::X nt )(: X
™ t9“'— —"1 t19
SCpCond (3:2) j( SCpCondX X SCpCondX

PIPER 11.12

Figure 11.12 PIPER Int and SCpCond Timing
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—t,—>
Clockin I
__—|<-tz1->| t, |<—

t—{ o —
SysOut - |

tom] s | | -t

I<—t26 —]
SysOut I

l-d—tzs-»’ t24 [—

PIPER 11.13
Figure 11.13 PIPER Clocks
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ADVANCE INFORMATION

AN

12.0 MECHANICAL DATA - PIN ASSIGNMENTS AND PACKAGE DIMENSIONS

Table 12.1 Pinout — 160-Pin Metal Quad Flat Pack

Pin No. Pin Name Type Pin No.| Pin Name Type Pin No.| Pin Name Type
1 vceC vcC 55 imerDisable 1 109 Reset ]
2 Resvd (0) NC 56 VSS VSS 110 VSSs VSS
3 Resvd (1) NC 57 VvCC vCC 111 vcC vCC
4 Adrio(2) o] 58 VSS VSS 112 MemBus(29) o
5 AdrLo(3) o] 59 vCC VvCC 113 MemBus(30) 1o
6 VvSSs VSS 60 VSs VSS 114 MemBus(31) vo
7 vccC VvCC 61 VvCC vCC 115 Tag(12) o
8 AdrlLo(4) o) 62 vVSS vss 116 | Tag(13) o
9 AdrLo(5) o) 63 RdBusy (o] 117 Tag(14) (o)

10 CacheSize | 64 Int (0) | 118 Tag(15) o]
1 FPint o] 65 Int (1) | 119 Tag(16) o)
12 vCcC vce 66 Tnt (2) I 120 vVsSsS VSS
13 VvCC vCC 67 int (3) | 121 VvCC vCC
14 VSS VvVss 68 Int (4) I 122 SCpCond(2) |
15 FpBusy o 69 int (5) ! 123 SCpCond(3) 1
16 Exception o 70 VSS VSS 124 Tag(17) (0]
17 Run 0 71 vCC vCcC 125 Tag(18) o]
18 Clockin i 72 MemBus(0) 7o) 126 Tag(19) o
19 VSS VSSs 73 MemBus(1) e} 127 AccTyp(0) o}
20 VCC vCC 74 MemBus(2) Vo 128 AccTyp(1) 0]
21 AdrLo(6) 0] 75 MemBus(3) Vo 129 VSS VSs
22 AdrlLo(7) o] 76 MemBus(4) Vo 130 VCC vCC
23 AdrLo(8) o 77 MemBus(5) Vo 131 Tag(20) o)
24 einv | 78 MemBus(6) 7[o] 132 AccTyp(2) (@)
25 VSSs VSS 79 MemBus(7) o 133 Tag(21) 0]
26 AdrLo(9) o 80 VSS Vss 134 Tag(22) o)
27 AdrLo(10) O 81 vCC vCC 135 Xen o
28 AdrLo(11) o 82 MemBus(8) Vo 136 ObsEn |
29 VSSs VSs 83 MemBus(9) o 137 Tag(23) o]
30 vCC vCcC 84 MemBus(10) Vo 138 Tag(24) o
31 Timerint o} 85 MemBus(11) o 139 Tag(25) o}
32 CountBEnable I 86 MemBus(12) 7o) 140 VSS VSS
33 Cached o 87 VSSs VSss 141 DRd o]
34 Instr o] 88 vcC vccC 142 vCC vCC
35 Dblk I 89 MemBus(13) [/[e] 143 VSS VSS
36 Berr I 90 MemBus(14) Vo 144 vCC vCC
37 RW o 91 MemBus(15) o 145 Tag(26) (o]
38 Acknowiedge ! 92 MemBus(16) VO 146 1Rd (o]
39 BurstRead l 93 VSS VSS 147 Tag(27) 0]
40 vcC vCC 94 vCC vCcC 148 Tag(28) 0]
41 VSS vSS 95 MemBus(17) Vo 149 Tag(29) o)
42 vCcC VCC 96 MemBus(18) Vo 150 VSS VvVSss
43 ByteAssembie ] 97 MemBus(19) 7o) 151 VCC vCC
44 ByteEnc | 98 MemBus(20) Vo 152 Sysout o
45 BigEndian | 99 MemBus(21) Vo 153 Sysout (o}
46 Static (0] 100 VSS VSS 154 Tag(30) o
47 Request o) 101 vce vcc 155 Tag(31) o)
48 VvSSs VSS 102 MemBus(22) Vo 156 VSS VSS
49 VCC VCC 103 MemBus(23) vo 157 MemWr (o}
50 LE o) 104 MemBus(24) Vo 158 MemRd o]
51 MemAdr (3) o} 105 MemBus(25) o 159 vCC vCcC
52 MemAdr (2) o 106 MemBus(26) Vo 160 VSS VSs
53 OutEn I 107 MemBus (27) Vo

54 Start i 108 MemBus(28) Vo
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12.2 PIPER Pin Diagram - 160-Pin Metal Quad Flat Pack, Cavity Down, EIAJ Standard

ADVANCE INFORMATION

g BgEe

mw_Wﬁu_w mmwmmmhwmmm“hmﬁmmnumﬁ%%wmuw 3
(nnnnnannmm A amnmoaano A

IBAISERVIVASRIRIRNELIAYRR2AN2 VIV IQAO rO D ¥ OO

4 160 Vss

[}] 159 Vee

42 158 MemRd

“ 157 omwir
a8 . 158 Vs

48 155 Tag 31)
a7 154 Tag (30)
L 153 SysOut
o 152 LT
50 181 Vee

51 150 Ves

82 149| Tog (29)
L 148 Tag (28)
54 147 Tg@@n
L 148 1Rd

L 145 Tog (26)
87 144 Vee

5 m 143 Vs

50 = 142 Vee

00 > 14 DRd

L1} a 140 Vas

62 (@) 139 Teg (28)
] o 138 Tag (24)
o4 137, Tag (23)
3 136 ObeEn’
68 135 Xon

o7 134 Tag (22)
(7] 123 Tag (21)
(1] 132 AccTyp (2)
70 Akl Tag (20)
n 130 Vee

7 129 Vas

73 128 AccTyp (1)
L 127 AccTyp (0)
” 1 126 Tag (19)
7 125 Tog (18)
7 124 Teg (1)
78 123 8CpCond (3)
” 122 8CpCond (2)
" 835 g538¢ o
rm m‘ u i ‘m‘ el m ikl

®) — 82
MemBus (9) ] 83
MemBus (10) [ 84

vaes 1 87

vee [——] 88
MemBus (13) ] 89

Ves ] 93

Vee ] 94
MemBus (17) ] 95

13) —— 118

14 —] 117

Memaus (11) ] 85

MemBus (12) 1 86
MemBus (14) ] 90

MemBus (15) ] 91
MemBus (16) 1 @2

4R

PIPER 100 Pinout
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12.3 PIPER Package Drawing - 160-Pin Metal Quad Flat Pack, Cavity Down, ElIAJ Standard

Jedec PIPER 160 MQ

Symbol Min. Max.
in. mm. in. mm.

A 0.125 3,15 0.135 3,45
A, 0.135 3,50 0.150 3,85

Cc 0.004 0,10 0.008 0,20

B 0.010 0,25 0.012 0,30
D/E 1.240 31,50 1,260 32,0
D,/E, 1.085 27,55 1.100 27,75
DyE, 1.000 254 1.000 254

e 0.025BSC| 0,64BSC | 0.25BSC | 0,64BSC
L 0.040 1,00 0.080 2,00

L 0.025 0,65 0.040 0,95

v 0.120 3,10 0.125 3,20

a 0°-5° 0°-5° 0°-5° 0°-5°

BSC = Basic Spacing between Centers
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13.0 MOUNTING

A variety of sockets allow low insertion force or zero
‘nsertion force mountings, and a choice of terminals such
d4s soldertail, surface mount or wire wrap. Several sockets

* AMP Incorporated
P.O. Box 3608
Harrisburg, PA 17105-3608
(800) 522-6752

« Burndy Corporation
Richards Avenue
Norwalk, CT 06856
(203) 838-4444

14.0 ORDERING INFORMATION

PACEMIPS Microprocessar Products

PIPER - xx X X 0 X

Q
Pa
M

|
|
{
|
1

Ic
{ Number of Pins: 160

33

are available from the following sample list of socket
manufactures. Contact the manufacturer directly for the
latest socket specifications.

» Yamaichi Electronics Inc.
1425 Koll Circle, Suite 106
San Jose, CA 95112
(408) 452-0797

* Textool/3M Test and
Interconnect Products Department
3M Austin Center
P.O. Box 2963
Austin, TX 78769-2963
(800) 225-5373

T T | Temperature/Quaiification
= Commercial Temperature Range, 0° to 70°C

| Package Cade:
= Quad Fat Pack/Guil Wing

ckage Type:
= Metal

Speeds (MHz):
Commercial = 35, 40 & 45
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